**Ex.No-14**

**Study of Artificial Neural Network(ANN)**

**Aim:**

To study about Artificial Neutral Network(ANN) and Biological Neural Network(BNN).

# Theory:

**Artificial Neutral Network:**

Artificial Neural Network (ANN) is a type of neural network that is based on a Feed- Forward strategy. It is called this because they pass information through the nodes continuously till it reaches the output node. This is also known as the simplest type of neural network.

# Activation Functions in ANN:

Activation functions play a critical role in the functioning of neural networks by introducing non-linearity into the model, which enables the network to learn and model complex patterns in the data. Here are some common activation functions used in neural networks:

# Sigmoid

The sigmoid function maps any input to a value between 0 and 1, following an S-shaped curve.

*σ*(*x*)=1+*e*−*x*1

# Pros:

* + Smooth gradient, preventing sharp jumps in output values.
  + Output values bound between 0 and 1, making it useful for binary classification problems.

# Cons:

* + Can cause vanishing gradient problem.
  + Output not zero-centered

# Tanh (Hyperbolic Tangent)

The tanh function maps any input to a value between -1 and 1.

![](data:image/png;base64,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)

# Pros:

* + Smooth gradient.
  + Output values bound between -1 and 1, making it zero-centered.

# Cons:

* + Can cause vanishing gradient problem, though less severe than sigmoid.

# ReLU (Rectified Linear Unit)

The ReLU function is defined as: ReLU(*x*)=max(0,*x*)

# Pros:

* + Efficient computation.
  + Alleviates vanishing gradient problem.
  + Sparsity in activation (many neurons output zero).

# Cons:

* + Can cause dying ReLU problem (neurons can get stuck at 0).

# Comparison between ANN and BNN:

|  |  |  |
| --- | --- | --- |
| **Parameter** | **ANN** | **BNN** |
| Neurons | ANN consists of 10 millions  of neurons. | BNN consists of billions of  neurons. |
| Learning | Very precise structures and  formatted data. | They can tolerate ambiguity. |
| Expertise | Numerical and symbolic  manipulations | Perceptual problems |
| Computing | Centralized sequential  stored program | Distributed parallel self-  learning |
| Reliability | Very vulnerable | Robust |

**Result:**

Artificial Neutral Network(ANN) and Biological Neural Network(BNN) were studied

successfully.